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Abstract: As you can see, it commonly happens that certain borrowers are unable to make loan 

repayments on time each year. As a result, we have proposed methodology aims to identify the appropriate 

individual for loan allocation. "Machine Learning Predictive Models" can be used to overcome the existing 

issues. It solves the problem by analyzing the collected data set and training it using one of the monitored 

“Machine Learning Algorithms, such as Logistic Regression Algorithm, Random Forest Classifier, 

Decision Tree Classifier". 
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1. Introduction 

The majority of financial organizations today earn from loan sanctions. Even while many banks and 

financial institutions now grant loans after verifying the repayment process and vetting the applicant, the 

applicant's deservingness is not yet guaranteed. Because the risk of a loan is substantial and challenging to 

assess. Credit risk has been calculated using a variety of methods. Additionally, one of the main 

responsibilities of financial organizations is managing credit risk [1] [2] [3]. Banks are unable to 

distinguish between applicants who are eligible and those who are not due to the vast amount of data. 

Given that this problem falls under the category of a classification problem, there is a method called 

"Machine Learning Techniques" [4] that may be used to answer it with ease. 

The algorithms for categorizing data are created with certain likelihood in mind [5]. To date, the most often 

used reference classifier is a research by [6]. Only a few studies on the most recent developments in 

predictive learning have been discussed, it has been noted in the literature. The main "Machine Learning" 

trend right now [4] is to create different algorithms, then enhance weights, employ exploratory search, and 

create selected multi-classification systems. Artificial intelligence known as "Machine Learning (ML)" 

creates software programs that more accurately predict events without explicit programming. Machine 

learning uses past data as an input to forecast future output values. Machine learning is essential because it 

enables businesses to understand patterns in consumer behavior and business model trends, which in turn 

supports the creation of new goods. 
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Today, machine learning is a key component of the operations of many top firms, including "financial 

institutions, Facebook, Google, and Uber." Machine learning classifiers are used to handle several 

businesses and other kinds of applications [7]. According to the study [8] "Artificial Intelligence" (AI) and 

"Machine Learning (ML)" are crucial for the live music industry's long-term growth. Applications of 

machine learning are crucial in the field of medicine, since many diseases may be anticipated [9]. Many 

business applications have used "Artificial Intelligence Technology" [10]. The significance of machine 

learning technology in predictive applications like loan prediction and score prediction has recently been 

noticed by various financial institutions [11]. 

Machine learning models have been found to be an essential tool for developing predictive models. 

According to certain academic research, predictive loan models like "Logistic Regression Classifiers, 

Random Forest Classifiers, and Decision Tree Classifiers" can be used to determine whether a specific 

applicant would be approved for a loan or not. The entire functional verification is automated by doing this. 

1.1 Motivation 

Our objective is to consider a well-defined forecasting model that will help financial institutions reach their 

objectives in light of the aforementioned problems. Making progress on this important topic is simple with 

the use of machine learning tools. Technology that can lessen the strain on humans can take the place of 

people. 

1.2 Organization of the paper 

The rest part of the article is formatted as: The relevant research about loan prediction models is described 

in Section 2. Details explanation of the proposed model has been comprised in section 3. The experimental 

design and outcomes have been explained in sections 4 and 5 respectively. Section 6 concludes with the 

inference and further work. 

 

2. Background and literature review   

Many researches have been carried for loan prediction in the financial and banking sectors. This section 

briefly presents some of the technology used in the loans prediction model and their findings. The machine 

learning technology help you learn data based on your own experience predicting the data and making 

decisions.  It brought a revolution in the area of computing as it (information/data) is a very important thing 

in the world. To analyze the data, machine learning provides several solutions through its algorithms. We 

have focused to minimize the workload of the bank by providing a model through several machine learning 

techniques and has been discussed which of the technique can be accurate. 

Much research has been done recently using "Machine Learning Technology” in credit modeling 

emergences   several methods of calculating default probabilities, basically: "Support Vector Machine" [15] 

[16] "Decision Tree"      [ 17] "Random Forest" [18] , and Bagging and Boosting [19] . Most studies 

emphasize the benefits of using “Machine Learning " systems in credit distress explication. This is because 

machine learning systems provide better evaluation outcomes than stuffy methods as “logistic regression” 
[20] - [22]. 

 



Innovations, Number 74 September 2023 
 

 

1499 www.journal-innovations.com 

 

 

Wang et al. [23] believed that the DT method scored relatively lower in credit analysis than other methods 

due to data detonation and overlapping attributes. Therefore, in order to minimize this effect and achieve 

relatively high classification accuracy, a DT with an ensemble classifier is proposed. 

Wang et al. [24] collated the outcomes of three ensemble classifiers “BG, Boosting, and Stacking” based 

on four algorithms as "LR, DT, Artificial Neural Networks (ANN) and SVM". Marquez et al. [25]. 

measured the outcomes of seven predictive models using an ensemble classifier and found that “DT 

(C4.5)” is the best solution for ensemble classifiers, followed by “Neural Networks and LR”. On the other 

hand, the classifiers "Nearest Neighbor Method" and "Naive Bayes" are even worse. 

Conde et al.[26] similituded various “Machine Learning”  methods such as "DT, Neural Networks, and 

Statistical Classifiers" and reached crucial inference: (1) No techniques appear to be completely superior to 

other methods; (2) The “Machine Learning Technique” seems to be more suitable for multimodal 

distribution; and (3) Statistical techniques are more effective in the calculation. Barboza et al. [19] used a 

sample from North American companies and studied the use of the ML algorithm and compared it with 

stuffy statistical methods as ‘Linear Regression”.  
Feng et al. [27] also examined some other techniques in the credit databases and reinforce the use of 

“Machine Learning” for the imbalanced data found in the database. 

Most of the studies only pointed out on credit cards or personal loan businesses. Some studies have 

analyzed housing loans [28]. Although mortgages are one of the most important asset classes on the 

balance sheets of some banks, at least in Brazil, default probability models are usually used on a short-term 

scale and use a limited number of observations in a data set in an academic environment. 

Kaarthik, Dharanidharan, Navalarasu, & Sabarinathan [29] proposed a loan sanctions prediction model 

based on the NB method associated with “K-Nearest Neighbor (KNN)” and “binning” technique. The 

seven parameters have been taken into account as they are “income, age, occupation, and existing loans and 

their maturity, amount, and approval status”. The threads include preprocessing (using KNN to process the 

missing values and using clustering algorithms for data refinement), using NB methods for classification, 

and frequent updating the data set will lead to appropriate improvements in the loan prediction process. The 

inference of the experiment is that combining” KNN” and binning algorithm with NB can better predict the 

loan sanction process. 

Goyal, & Kaur [30] proposed a loan prediction technique using multiple “Machine Learning (ML)” 
techniques. A data set with characteristics namely “gender, marital status, education, number of 

dependents, employment status, income, applicant's income, loan amount, loan period, credit history, 

current loan status, and property area”, is used to determine loan eligibility for the approval process. 

Several “Machine Learning Techniques” have been used in this method includes: “Inear Model, Decision 

Tree (DT), Neural Network (NN), Random Forest (RF), SVM, Extreme Machine Learning, Model Tree, 

Multiple Adaptive Regression Spline, Bagged Cart Model, NB, and TGA”. When evaluating these models 

using the R environment in five executions, TGA gives better loan prediction outcomes in comparison to 

other techniques. 

 

2.1 Research gap 

As we have discussed, the problem occurs in finding the right applicant for a loan. To grant the loan to the 

right individuals, a lot of manual works are required, including paper work, verifications, signatures, 

document requirements, etc. We came up with a plan to reduce these costs by applying "Machine 

Learning" algorithms to anticipate loan defaulters and make it simpler for bankers to select qualified loan. 
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2.2 Problem identification 

Financial institutions occasionally struggle to choose the best applicant for loan approval. When deciding 

whether to lend to applicants, a financial institution takes into account a number of application-related 

factors. One applicant's attribute cannot be compared to another applicant's attribute or to another 

applicant's attribute. The work is really tiresome. We must take into account a number of application 

characteristics at once while choosing the best applicant. However, there are times when a single 

characteristic of an applicant is sufficient to evaluate their profile. For instance, if an applicant has a higher 

monthly salary and needs a smaller loan, the bank will undoubtedly offer them a loan. However, the model 

might not do so, as would happen, for instance, if the applicant is female, which would increase the 

likelihood that the loan will be declined. In order to accomplish this, a method known as "Machine 

Learning" approaches are used, which takes into account all of the applicant's characteristics, compares 

their data to that of other candidates, and then makes accurate predictions. 

2.3 Objectives 

The main goal of the suggested approach is for various financial institutions to lend money to individuals. 

Determination of a borrower's ability to pay back a loan can be exceedingly challenging for lenders. Any 

bank's financial expansion is possible through loan approval. In general, banks only approve loans after 

putting them through a number of verification steps; however, it is not always assured that the borrower 

will be able to pay back the loan. We have suggested a machine learning predictive model that can 

determine whether or not a loan has been issued to the proper applicant in order to solve this conundrum. 

The suggested approach can be integrated with the financial organizations and apply loan sanctions to the 

right candidates. 

 

3. Proposed Model  
To solve the existing problems, a loan prediction model has been offered as a solution to the current issues. 

The applicant who wants to apply for a loan must fill out an "Attribute Relation File Format (ARFF)" form 

with their personal information. The proposed "Machine Learning (ML)" model that forecasts the qualified 

loan application uses all of this data. Figure 1 depicts the prediction model. 

 

Figure1. Loan prediction model             

Source(s): Figure by authors 
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3.1 Dataset 

To train and test the prediction model, the old data set must be gathered. Data was gathered from the well-

known "Kaggle" source. "A useful solution for splitting the data set into training and testing portions is a 

robust and accurate classifier precondition [12]. If there are more data instances, it has been suggested in 

the literature that they should be separated into portions for training and testing that are 70% and 30%, 

respectively. The training and testing portions of the data in this study were split 70-30%. 

The "Machines Learning" model is now supplied the training dataset, and the model is trained using this 

dataset [13] [14]. Each new applicant filled out their information while applying, and the system uses it as a 

test dataset. Following the test, the model infers a conclusion from the training dataset to determine 

whether the new applicant is qualified for loan sanction. Take into account some of the applicant's 

characteristics, as listed in the Table. 

 

Table 1: Data set Description            Source(s): Table by authors 

S. No Attribute Name Description Data Type 

1. Loan_id Unique Loan_id Integer 

2. Gender Male or Female Character 

3. Marriage Status Yes or No Character 

4. Dependents Number of Dependents Integer 

5. Applicants Education Graduate or Under Graduate String 

6. Self –employed yes or no character 

7. Applicants Income Applicants income integer 

8. Loan Amount Loan amount in thousands integer 

9 Credit History Previous history of customers integer 

10. Property Area Urban/Semi Arban/Rural string 

11. Loan amount term Term of loan in month integer 

12. Co-applicant Income Co-applicant Income integer 

13. Loan_Status Loan Approved(Y/N) string 

 

 

The details will get added into database for further processing and get loan status as shown in Figure 2. 
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Figure2. Details of database 

 

 

 

3.2 Prediction Model 

In this part, a "Machine Learning Predictive Model" was discussed, which aids bankers in determining who 

is and is not qualified to use the lending facility. The proposed model had to be trained and tested using a 

dataset. Kaggale Depositary collected the data, which was stored in an Attribute Relation File Format 

(ARFF) with 13 attributes of size 981 bytes. 

Here, the datasets are split into two parts. The first part is the training dataset and the second is the test 

dataset. Additionally, the training dataset is split into two sets. For instance, X and Y have 12 and 1 

characteristic, respectively. The X dataset is once more split into two sections, X-train and X-test, with data 

proportions of 70% and 30%, respectively, to train the prediction model. The Y dataset is likewise divided 

in a similar way. Figure 2 makes it obvious that X-train and Y-train datasets are provided to train the model 

that will produce the model.  The X-test dataset itself has been provided for testing the created model, and 

the accuracy rate was compared to the Y-test. 
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"Logistic Regression Classifier, Decision Tree Classifier, and Random Forest Classifier" were used to test 

the suggested prediction model. The "Logistic Regression Algorithm" outperforms all of these classifiers, 

with 79.9% accuracy, as seen in Fig. 3. 

 

 
  

 

Figure 3: Logistic Regression using Stratified K Fold 

 

The same procedure was used with the "Decision Tree Classifier" and "Random Forest Classifier," which 

resulted in mean accuracy rates of 71.0% and 80.4%, respectively, as shown in Figs. 4 and 5. 
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Figure 4: Decision Tree Classifier using Stratified K Fold 
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Figure 5: Random Forest Classifier using Stratified K Fold 

 

 

4. Experimental design 

 

The classification models and filtering methods were carried out using python and the Jupyter notebook 

soft-ware package. All kinds of calculations have been executed on a such machine configured as 

“Windows 8 operating system, 8 GB RAM, and an Intel CORE i3” processor. We tested the classification 

model using Python libraries like “library (caret), library (e1071), and library (C50)”. 
 

4.1 Experimental results and Comparison 

The proposed model has been tested with three classifiers say “Linear Regression Classifier, Decision Tree 

Classifier, and Random Forest Classifier”. From the   experimental outcomes, it has been noticed that the   

performance of the “Linear Regression” model is outstanding in comparison to the decision tree classifier 

and “Random Forest Classifier”. For example, 80%     accuracy. 

Let’s see the variation of “Loan Status” (target variable) with individual attributes for better understanding. 



Innovations, Number 74 September 2023 
 

 

1506 www.journal-innovations.com 

 

 

 
 

Figure6: Loan Status (%) against Applicants Gender 

 

Figure 6 demonstrates that the proposed model will favor male candidates over female candidates for loan 

sanctions because it has been presumpted that male candidates are primary applicants and female applicants 

are co-applicants. The suggested model takes into account a number of additional characteristics of the 

applicants, such as the highest qualification and income, while allocating the loan amount. Therefore, the 

preference for the male candidate is marginally higher than for female candidates. 

 

          

 Figure7.  Loan Status (%) against married Applicants          Figure8.  Loan Status (%) against Self_Employed 

 

Figure 7 demonstrates that the suggested model gives married applicants a priority over unmarried 

applicants since it concentrates on other aspects of the applicant at the time of loan approval, such as the 

number of dependents and their income. Figure 8 show that the suggested model gives all applicants equal 

weight, regardless of whether they are self-employed or not. 
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Figure9.  Loan Status (%) against Credit History                 Figure10.  Loan Status (%) against Applicant Income    

                                                                                           

According to Figure 9, the suggested approach will give preference to applicants with strong credit 

histories because these candidates are more likely to have made their loan payments on time. In a similar 

way, Fig. 10 demonstrates that the suggested approach favors high-income applicants since they can repay 

the loan amount on schedule. 

 

5. Conclusion 

The proposed model achieved all the requirements of banks for loan sanction. This model can be integrated 

with several other systems. It can also be used as a bank's decision-making tool to help optimize profit loss 

due to risk. Model parameters were estimated and their significance tested. With the help of performance 

metrics, we can conclude that our model is very suitable and also has the correct classification rate. In the 

near future, the proposed predictive model can be integrated with another automated processing system.  
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