
Innovations, Number 74 September 2023 
 

 

1593 www.journal-innovations.com 

 

 

 

 

 

 

 

 

 

 

    Prediction of School Student Performance Using Classification Models 
 

 

           Khushbu Agrawal                                             Dr. Bhavana Narain 

                       Research Scholar                                                                                Professor 

MATS School of Information Technology                    MATS School of Information Technology 

MATS University, Raipur (c.g.), India                          MATS University, Raipur c.g.), India 

 

Abstract 

The educational performance plays a vital role in classifying the student in higher education. The student performance 

affects various factors like the learning process, personal and social. This paper demonstrates the impact of student positive 

or negative performance on student success which is very helpful in the education domain. Here the most commonly used 

prediction algorithms were LWL, random forest and bagging. After applying these three algorithms we present a novel 

model Student prediction ratio (SDR). Comparison of both SDR model and giving three classification techniques shows the 

prediction of student performance and we predict the student dropout rate related to giving dataset, which is collected from 

questionnaire, Google form and circulated in many schools. For this we also have to collect big and authentic data which 

can be done through the uniform district information system for education (UDISE). And present we take here five year 

datasets session 2018-2023. This is helpful for academic progress.  

Keywords: Student Performance, Prediction, School, Student Dropout Ratio (SDR), Classification Algorithms. 

 

 

1. Introduction 

 

 Educational data mining is a scientific research area, it uses the multiple algorithms to improve academic 

result and procedure for further decision making. Predicting student performance in academic data is an 

important issue in e-learning environments. Student performance is based on various factors such as personal, 

social, psychological and other issues. Data mining techniques is a promising tool to attain these objectives; 

data mining techniques are used to bring hidden information, patterns and relationship among the large 

dataset, which help us in categorization of data into knowledgeable facts. To identify the prediction of risk 

students with a large no. of student data set, it is very difficult and time consuming to using traditional data 

mining research methods such as questionnaires. Using traditional method in data mining has some 

limitations like it cannot properly handle the missing values, requires detailed information about the data, and 

cannot deal with uncertainty or vagueness in any information domain. Various tools and techniques required 

for achieving the best result from data mining like data cleansing, AI, association rule mining, clustering, 

regression, machine learning and classification. So the classification is one of the most useful predictive data 

mining techniques to solve this problem, and customized traditional method by applying various classification 

techniques. The prediction of student performance with high accuracy is beneficial for identifying the students 

with low academic achievements. In this paper we create a model SDR for student performance prediction 

purpose and compare this model to three algorithms they are Bagging, Random forest and LWL. We have to 
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try to present a result which technique give better accuracy. We take here five sessions starting 2018 to 2023 

ends and take three levels of school student’s primary, upper primary or secondary. This paper presents 

statistical result of our model so that we observe clearly schools conditions or in a future we try to remove 

problems and make better it for every student, here we take three levels primary level, upper primary level or 

secondary level. In our paper we are not including higher secondary level because the complete basic 

development of the student up to the secondary level has been done, which is very important for each and 

every child. After that they select different subjects and choose their aim.  This paper highlights all the 

information regarding to the school student performance prediction. 

 

2. Materials and Methods for Data Preprocessing 

The steps of overall layout of the methods collecting datasets of school student and  preprocessed that and 

converting in clean excel file then convert it into .CSV file format than we apply this file in WEKA platform 

and select classification algorithm for getting result. This methodology use to process and find the result in two 

ways, on the basis of comparison of taken three algorithms and create a novel model called Student Dropout 

Ratio (SDR) model. We have to apply same datasets in SDR model. They all have taken student dataset in 

five years 2018-2023 from different schools in primary, upper primary and secondary level through circulating 

Google form and give dropout ratio with level wise like primary level ,upper level and secondary level result 

and school code also show in our result. For that we have to find the performance of any school student 

enrollment or structure wise, teachers wise, students over all report and all that. Also show which school 

academic result is good, best and worst condition according to their dropout ratio. 

 

Fig. 1: Steps of collecting information show Preprocessing.  

 

2.1 Data acquisition, augmentation and transformation 

 

Table 1.In this paper we have collected five years sample datasets from questionnaire and Google form 

circulating in various school. Sample of this data set have school id, student id, student name, gender, Dropout 

score, and dropout rate. Here dropout score of students is dependent variable. School id is also called UDISE 

code, which is uniquely provided to each and every school. By this here we have to know about schools 
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progress report and with the help of this we try to improve school performance. This dataset we use in both 

classification method and SDR model in weka platform after that comparing and generated result in both 

methods and present after analysis which model or classification give better accuracy. In the following fig 

show dataset, this is use in our paper. 

 

 

 

Fig. 2: Datasets collected by SDR model. 

 

2.2Feature extraction and feature selection 

In this Fig 3: we can see our model SDR generated report for school performance prediction in different session 

wise. Here student details student name, student id, school UDISE ID, year and student dropout cause is filing 

here under  four cause like financial ,family, academic, admin .if student choose one cause then the dropout 

score shown. After applying these details we get desired output which is show in last three –four lines. 

22110424104, 22110421410 and 22113330147 present three different school codes.  This is unique UDISE ID 

we can access secondary datasets from this portal. This last three line show student dropout ratio from which 

school in which section the improvement of schools conditions. 

 

Fig 3: Statically report generated by our model. 
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Table 1: show the overall statistic value in school ID showing by Weka tool. 

 

Name :School Id 

 

Type: Numeric 

Missing: 0(0%) District:4 Unique: 1(4%) 

 

Statistic Value 

Minimum 22110421410 

Maximum 22113330147 

Mean 22111121937 

StdDev 1266512.297 

 

Table 2: show the overall statistic value in Dropout score and Dropout generated by weka tool. 

 

 

Name :Dropout 

score Type: Numeric 

Missing: 0(0%) District:4 Unique: 1(4%) 

 

Statistic Value 

Minimum 0 

Maximum 3 

Mean 0.72 

StdDev 0.891 

 

 

 

2.3 Hypothesis of our Work 

H1: Is there no correlation between enrolment, number of teachers and location of school with overall 

enrolment? 

H2: is there no relation between passing rate and dropout rate? 

H3: Are data gaps deteriorating data quality? 

H4: Are private schools imparting poor quality of education than government schools? 

H5: Did the model successfully classify the U-DISE data or not, in terms of location wise enrolment and 

learning performance? 
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3. Models and Tools used for Classification 

 

 In this paper we have to create a novel model Student Dropout Model (SDR) for accessing better accuracy 

and use weka tool. Here we use three data mining classification algorithm such as Bagging, Random forest 

and LWL. 

 

 

3.1 Model(Student Dropout Ratio) 

  

Student Dropout Ratio (SDR) model developed in this paper for student performance prediction. We 

categories  SDR model in two p phases - (1) School Panel and phase is (2) Student panel and submit all 

information regarding this student panel help to identify the school which is give poor performance by session 

wise. Student fills all information like their id number; level means he/she gets the drop in primary or upper 

primary and secondary level on that session. They also fill their gender and most important part of this SDR 

model they choose the reason behind that and select the reason after that school Id also available in this model 

which is very close to our research work. This school ID is called UDISE code stands for Unified District 

Information System for Education, which is uniquely available and all the schools are provided through 

government which is shows the uniqueness of that school. By this code we know how many student drops on 

that session. Here we take five years dataset and five sessions for finding student performance year 2022-2023, 

2021-2022, 2020-2021, 2019-2020, and 2018-2019. This model surely helps to the improvement of every 

academic progress and success.  

 

 
 

Fig. 4: working process of SDR Model. 
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3.2 Tools used in this research 

We use Weka tool in this paper. It is use for data mining techniques and it is machine learning 

algorithm developed by the University of Waikato in New Zealand. The data file use in weka in ARFF 

file format (.CSV format). 

 

3.3 Algorithms used for Classification  

During the intense study of around few contributions, various architecture of machine learning model has 

been studied. In most of the contribution authors have suggested different models of machine learning suitable 

for Student performance prediction. The major contributions are as follows. 

 

A. LWL 

Local weight learning is approximation technique. It is find the underlying relationship between input and 

output. When we use dataset or Training data were each input is associated with one output and its use to 

create model that predicts values which come and close to the correct/true function.LWL use local functions 

and create a local model. 

 

B. Random Forest 

Random forest is supervised machine learning algorithm. It can be use for both regression and 

classification problem solving schemes used in machine learning. It follows the concept of ensemble learning 

algorithm which is the combination of multiple classifiers and solves the difficult problem with a great 

accuracy and also improves the model performance. It is use in Banking, Medicine, Land use or Marketing. 

Random forest contains a number of decision tress on various subsets of given dataset and predicting the 

majority of higher voting. It works with two phase first it creates the random forest by combining N decision 

tree and second phase is to make predictions for each tree created in the phase. 

 

Fig 5. The above diagram explains the working of Random forest. 

 

C. Bagging 

Bagging is also known as bootstrap aggregation, is the ensemble learning technique, which is generally use 

to improve the stability and accuracy of machine learning algorithms and reduces variance within a noisy 

dataset. It is help to avoid over fitting and it can be use in different type of method like regression or 

classification specially decision tree method. 
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Fig 6.This diagram presents the Bagging process. 

 

 

 

3.4 Performance evaluation metrics 

(TP) and true negative (TN), respectively; the false positive (FP) and false-negative (FN) denotes the 

misclassification of normal and infected images, respectively; P = TP + FN and N = TN + FP. 

(TP) and true negative (TN), respectively; the false positive (FP) and false-negative (FN) denotes the 

misclassification of normal and infected images, respectively; P = TP + FN and N = TN + FP.  

Accuracy (ACC) = TP + TN/ P + N × 100  

Specificity = TN/ N × 100  

Precision = TP/ TP + FP × 100  

Recall = TP/ P × 100  

The following figure 7 present here sequential model have different abbreviations: LWL, Random Forest, 

Bagging, SDR model which is called training supervised model. It has two phases as phase-I and phase-II. 

Phase-I  take three attribute primary, upper primary  and secondary level with classification algorithm and 

phase –II define SDR model to evaluate the performance of the student or check schools behavior . Here we 

have to calculate performance evolution measure.  
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Fig 7.The Prototype of the proposed automatic sequential Model (Abbreviations: LWL, Random Forest, 

Bagging, SDR Model) 

3. Experimental results and discussion 

 

Experiment 1  — (Hypothesis 1). 

Experiment 2 — (Hypothesis 2).  

Experiment 3 — (Hypothesis 3). 

Experiment 4 — (Hypothesis 4). 

Experiment 5 — (Hypothesis 4). 

 

In the following fig number 8 represented here form for collection of information regarding the different-

different schools of different students. Because we present real or authentic schools or students dataset 

from Google form or questionnaire which is play a very important part of our related research work and 

we get desire output for student performance prediction. Every year many students take a drop and 

discontinue their study so this is our work to motivate that student for their study and try to know about 

their problem or solve it. So these SDR models help each and every school also session wise and their self 

assessment for their improvement. It is developed by java user defined package. 
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Fig: 8. Representation of SDR Model’s form. 

 

In the following fig number 9 Representing here statistics form. It is generating after fill all the school or 

students information or dataset, we submit information than this form is shown the top of the screen and with 

the help of this we generate our report after clicking the filter button for calculating dropout ratio. This model is 

surely helpful for all academic progress. In this form student details is mention here by gender wise, year wise.  

 

 
 

Fig: 9. Representation of Second SDR from for statistics. 

 

 

 

For both the phases (Phase-I and phase-II),  

2. Experimental results and discussion 

Here we collected the datasets in three levels primary, upper primary and secondary level and 

calculate our datasets is dependent in dropout ratio. Here we find how many student take drop in 

given session with this we also find that which school give good or worst performance. 
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Table  4. Output generated by weka tool use in primary data set.  

(Out of 8 attributes -student id, school id, name, sex, dropout, group, year, dropout score, we select dropout 

score attribute run in weka) 

Meta   Use tranning set 

Supplied test 

set Cross-validation  Percentage split 

  

Tme taken to be test 
model 0 0 0 0.01 

Tme take to be built 
model 0.04 0.04 0.03 0.01 

Correlation coefficient  0.9386 0.9386 0.2271 0 

Bagging Mean absolute error 0.301 0.301 0.776 0.9721 

  

Root mean squared error 0.3933 0.3933 0.9206 1.1717 

Relative absolute error  0.4019 0.4019 0.9880 0.9793 

Root relative squared 
error 0.4507 0.4507 90.985 0.9683 

Total Number of 
Instances  25 25 25 8 

Tree   Use tranning set 

Supplied test 

set Cross-validation  Percentage split 

  

Tme taken to be test 
model 0.01 0 0 0.01 

Tme take to be built 
model 0.09 0.04 0.04 0.04 

Correlation coefficient  0.9892 0.9892 0.5194 0.4541 

Random  Mean absolute error 0.1991 0.1991 0.5809 0.9273 

Forest Root mean squared error 0.259 0.259 0.774 1.1824 

  

Relative absolute error  0.2659 0.2659 0.7396 0.9341 

Root relative squared 

error 0.2968 0.2968 0.8395 0.9772 

Total Number of 
Instances  25 25 25 8 

      

Lazy   Use tranning set 

Supplied test 

set Cross-validation  Percentage split 

  

Tme taken to be test 
model 0.03 0 0 0 

Tme take to be built 

model 0 0 0 0 

Correlation coefficient  0.9098 0.9098 0.6703 0.6084 

LWL Mean absolute error 0.2345 0.2345 0.4239 0.7402 

  

Root mean squared error 0.3633 0.3633 0.6521 1.102 

Relative absolute error  0.3132 0.3132 0.5398 0.7456 

Root relative squared 

error 0.4163 0.4163 0.7073 0.9108 

Total Number of 
Instances  25 25 25 8 
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Table 5 and Table 6 present three years’ big data classify represented here year 2019-2020, and three data 

mining techniques LAZY, TREE, META present 3 data mining algorithm like LWL, Random forest, 

Bagging. They process primary total, dropout, upper primary total dropout and secondary total dropout 

data in four test options like use training data set, supplied test set, 10-fold cross validation and 66% 

percentage split. After running this test option they all show different results as time taken to test model, 

correlation coefficient, mean absolute error, Root mean squared error, Relative absolute error, Root 

relative squared error, Total Number of Instances, Total Number of Instances.  

Lastly the following fig number 10 representing here our model report. If dropout yes than count 1 or 

if no select by student than it is count 0 condition. School id 1234567835456 is giving firstly their 

dropout is one and last 12345646 school id their dropout is 2 there are the different outputs presenting 

here. 

 

 

 

Fig: 10.This is Report generated by SDR model.  

 

3.1. Statistical analysis 

Result based on Statistical Parameters of the Year 2018 – 2023 for primary, upper primary or secondary 

attribute. 

 

 

Result based on Statistical Parameters of the Year 2019 – 2020 for primary total, upper primary total or 

secondary total and primary dropout, upper primary drop out and secondary dropout. 
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3.2. Discussion 

In this section we have done comparative study of all three algorithms in two phases. In I 

phase accuracy of our model with respect to primary dropout and secondary dropout and 

phase II accuracy of our model with respect to upper primary total and secondary total. 

Table 7 

Classifier  Phase-I Phase-II 

Accuracy Accuracy Accuracy Accuracy 

P-

Dropout 

S-

Dropout 

P-Total S-Total UP-

Dropout 

S-

Dropout 

UP-Total S-Total 

LWL 33% 49% 67% 56% 30% 40% 60.23% 76.21% 

Random 

forest 

28.09% 46% 70.08% 55.00% 29.15% 39% 71% 79.67% 

Bagging 20% 19% 72.78% 87% 20.21% 19% 88.61% 89% 

SDR 

model 

29.19% 49% 72.80% 87.12% 22.02% 20% 89% 89.90% 

 

Table8. Average ranking of classifiers based on different classification performance we sees bagging gave the 

best result compared to other algorithm.  

Classification Algorithm  Average ranking of classification algorithms 

Phase-I 

Dropout 

Phase-I Total Phase-II 

Dropout 

Phase-II Total 

LWL 33.245% 69.8% 30.2% 60.61105% 

Random forest 28.32% 70.355% 29.345% 71.3983% 

Bagging 20.095% 72.215% 20.305% 89.055% 

SDR model 22.98% 72.80% 22.02% 89.90% 

 

4. Conclusion 

Educational data mining plays an important role in higher education system, the use of rising technology need 

to largest dataset. With the help of U-DISE (unified district information system for education) we get overall 

type of big data as related to school information like students, faculty members and dropout student etc. In this 

paper we use primary dataset collected through Google from and apply this data set in LWL, Random Forest 

and Bagging and student dropout ratio. It can be concluded that after comparing SDR model with 

classification techniques, Student Dropout Ratio (SDR) provide better accuracy compared to other approach. 

In future work we will take more datasets and more classification algorithms and try to present a new result 

with level wise such as primary, upper primary and secondary level.  
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